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Photon counting detectors (PCDs) with energy discrimination capabilities have been developed for
medical x-ray computed tomography (CT) and x-ray (XR) imaging. Using detection mechanisms
that are completely different from the current energy integrating detectors and measuring the material
information of the object to be imaged, these PCDs have the potential not only to improve the current
CT and XR images, such as dose reduction, but also to open revolutionary novel applications such
as molecular CT and XR imaging. The performance of PCDs is not flawless, however, and it seems
extremely challenging to develop PCDs with close to ideal characteristics. In this paper, the authors
offer our vision for the future of PCD-CT and PCD-XR with the review of the current status and
the prediction of (1) detector technologies, (2) imaging technologies, (3) system technologies, and
(4) potential clinical benefits with PCDs. © 2013 American Association of Physicists in Medicine.
[http://dx.doi.org/10.1118/1.4820371]
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1. INTRODUCTION

Since their discovery in 1895 by Wilhelm C. Röntgen, x-
rays have been playing a critical role in medical imaging.
They are helping radiologists and physicians to detect and
characterize disease processes of the skeletal system, soft
tissue, and their functionality. Transmitted and detected x-
ray beams generate a snapshot projection image, a series
of projection images, or cross-sectional tomographic im-
ages. X-ray (XR) systems provide two-dimensional images
of the transmitted x-ray intensities. Multislice x-ray com-
puted tomography (CT or multidetector-row CT) scanners
provide three-dimensional images of the linear attenuation
coefficient distribution within a patient, accurately delineat-
ing organs and tissues. However, there are four major lim-
itations to current CT and XR technologies: (1) the con-
trast between different soft tissues is often insufficient; (2)
images are not tissue-type specific (different tissue types
can appear with similar pixel values); (3) “CT scanning
is a relatively high-dose procedure;”1 and (4) gray-scale
pixel values of CT images, which should be linear atten-
uation coefficients, are not quantitative but qualitative (see
Sec. 5.E for more discussion). These limitations result from
or are made worse by the energy integrating detectors (EIDs)
used in CT scanners and XR systems.

Factors influencing the x-ray linear attenuation coefficients
include the chemical composition and mass density of the ob-
ject, and the energy of the x-ray photons. Therefore, the trans-
mitted x-ray spectra carry information about different tissue
types (see Fig. 1). The EIDs, however, measure the energy-
integrated signals of x-ray photons, thus losing all of the
energy-dependent information. In addition, EIDs not only add
electronic noise and Swank noise,2 but also weight lower en-

ergy photons less, which carry larger contrast between tissues
than higher energy photons. This results in increased noise
and decreased contrast.

In general, dual-energy CT imaging3 can provide tissue-
specific images. However, neither the current dual-kVp nor
dual-source techniques4 provide optimal results, because
there is cross-talk between the high and low energy images
and the number of resolvable basis functions for material de-
composition is limited to two (see Appendix A).3 A third ba-
sis function is required to identify contrast media containing
elements with high atomic numbers. Thus, it is desirable to
measure the transmitted x-ray photons in more than two en-
ergy windows.

Recently, photon counting detectors (PCDs) with energy
discrimination capabilities based on pulse height analysis
have been developed for medical x-ray imaging (see Fig. 2
and Table I).5–32 These PCDs count the number of photons of
the transmitted x-ray spectrum using between two and eight
energy windows. PCD-based CT and XR systems with multi-
ple energy windows have the potential to improve the four
major limitations we discussed before.6, 7, 33 Electronic and
Swank noise affect the measured energy,34 but do not change
the output signal intensity (i.e., the counts), and the energy
overlap in the spectral measurements can be smaller than that
from any of the current dual-energy techniques using EIDs.
In addition, more than one contrast medium can be imaged
simultaneously and becomes distinguishable if the detectors
have four or more energy thresholds or windows (see Fig. 1,
right). PCDs may therefore lead to novel clinical applications
as will be discussed in Sec. 5.

The performance of PCDs is not flawless, however, espe-
cially with the large count rates in current clinical CT. Due to
the stochastic nature of time intervals between photon arrivals
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FIG. 1. (Left) Energy-dependent linear attenuation coefficients of various materials. Contrasts between different materials are larger at lower energies in general.
Four materials, spine, 0.49% w/w iodine-mixed blood, 0.26% w/w gadolinium-mixed blood, and 0.28% w/w bismuth-mixed blood, would result in the same
pixel value with the current EID-CT, although they have distinctly different attenuation curves. (Right) Transmitted spectra with 25 cm water and 5 cm blood
without or with one of the three contrast agents. The K-edges of gadolinium and bismuth are clearly seen.

and the limited pulse resolving time, quasicoincident photons
generate overlapping pulses which may be recorded as a sin-
gle count with a wrong energy. This phenomenon is called
pulse pileup and results both in a loss of counts, referred to
as dead time loss, and a distortion of the recorded spectrum.35

It is therefore critical to develop schemes to compensate for
these effects. Other phenomena may also degrade the spec-
tral response of PCDs, including incomplete charge collection
generated by x-rays due to charge sharing and charge trapping

FIG. 2. (Top) The basic architecture of an individual channel with N energy
thresholds in the ASIC. (Bottom) Each photon incident on a detector will
generate a pulse whose height is associated with the photon energy. Quasico-
incident photons within the detector deadtime τ are counted as 1 event with
different energies from the originals due to pulse pileup effects. The former
will result in lost counts and the latter in a distorted recorded energy spec-
trum.

effects.31, 36, 37 We will review various performance degrada-
tion factors in Sec. 2.C.

Our aim with this paper is to provide the current status
and future perspective of key technologies and applications
of PCDs in medical imaging. We will direct our focus on CT
imaging but most of the discussion is applicable to XR imag-
ing as well. Three technologies discussed in Secs. 2–4 are the
detector technologies, imaging technologies, and system tech-
nologies. Potential benefits and clinical applications of PCD-
based CT and XR systems are discussed in Sec. 5, and Sec. 6
concludes the paper.

2. DETECTOR TECHNOLOGIES

We outline the detector architectures and detection mech-
anism for PCDs #1 through #6 in Table I in Sec. 2.A and
other approaches for the other PCDs in Table I in Sec. 2.B.
We will then explain various performance degradation fac-
tors in Sec. 2.C and present a design strategy on how to bal-
ance the conflicting effects using cardiac CT as an example.
Note that PCDs are not flawless. The development of high-
quality PCD-CT systems requires the other two technologies
on imaging and system we will discuss in Secs. 3 and 4, re-
spectively, which are specifically developed and optimized for
the PCD used in the system.

2.A. Basic architectures and detection mechanism

We outline the basic architecture and detection mechanism
of PCDs with pulse height analysis. Compound semiconduc-
tor sensors with a thickness of 2–3 mm are chosen for CT
imaging to effectively absorb x rays in the 20–140 keV range.
They are used to construct two-dimensional detector array
with pixelated anodes, e.g., 16 × 16 pixels, with a pitch of
200–1000 μm. Sensors based on cadmium telluride (CdTe),
cadmium zinc telluride (CZT), silicon (Si) are already in clin-
ical use. However, there are very advanced research devel-
opments of sensors based on mercuric iodide (HgI2) and gal-
lium arsenide (GaAs). Given the technological improvements,
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TABLE I. Comparison of PCDs that have been or are being developed. This is not a complete list of all available PCDs but it provides a comprehensive
review of different specifications. The detector systems listed in the table are not yet commercial products with the exception of the MicroDose Si slit detector
that is introduced by Sectra and Philips for mammography applications. The other systems are in different stages of development representing at the time of
writing. Most of them represent bench top experimental setups in research laboratories. DXMCT-1 detector arrays were used to fully populate a General Electric
LightSpeed VCT scanner and prospective studies on patients were performed in a clinical environment (Ref. 5). It is not straightforward to compare the detector
system parameters presented in this table, in particular because these detector systems were typically developed with a specific application in mind. For example,
the Medipix development has a small pixel size and high spatial resolution and is better suited for imaging of small animals in preclinical applications than other
detectors.

Index Name/ASIC
Operation

mode

Maximum
count rates

(Mcps/pixel)

Pixel
size

(μm × μm)

Maximum
count rates

[Mcps/mm2]

No. of energy
thresholds
per pixel

Tileup
capability

Anti-charg
sharing

1 DXMCT-1 (Refs. 5 and 8) 5.5 1000 × 1000 5.5 2 2D No
2 DXMCT-2 (Ref. 20) 5.5a 500 × 500 22a 4 2D No
3 Siemens 2010 (Refs. 17

and 28)
NA 225 × 225 NA 2 or 4b NAc No

4 ChromAIX (Ref. 16) 13.5d 300 × 300 150d 4 1D No
5 Hamamatsu (Refs. 10 and 11) 1-2 1000 × 1000 1-2 5 1D No
6 GMI CA3 (Refs. 6 and 9) 1-2 400 × 1000 2-5 6 1D No
7 Medipix3RX (Refs. 13, 29,

and 52)
FMe-SPMf 0.21g 55 × 55 69.4g 2 1D with 2 × N

(3-side buttable)
No

FMe-CSMf 0.036g 55 × 55 11.9g 1 Yes
SMe-SPMf 0.145h 110 × 110 12h 8 No
SMe-CSMf 0.034h 110 × 110 2.8h 4+4i Yes

8 CIX (Ref. 15) 3.3 250 × 500 26 1 NA No
9 Nexis Detector (Refs. 21

and 22)
2.0 1000 × 1000 2.0 5 1D No

10 MicroDose SI (Silicon strip) (Refs. 24–26) 0.056j 50 × 50 NA 2 1D Yesk

11 KTH Silicon strip (Refs. 23, 27, and 30–32) 2.5 or 7.5l 400 × 500 200 or 600m 8n 2Do No

Note: Maximum count rates are measured at full satulation unless otherwise specified.
aMeasured at 15% deadtime loss.
bTwo per pixel, effectively up to four in chesspattern mode (Refs. 17 and 28).
c2xN tiling must be possible, as 128 detector rows are formed by detector blocks with 64 × 64 pixels (Ref. 17).
dMeasured in electronics tests without detectors.
eFine pitch mode (FM) and spectroscopic mode (SM).
fSingle pixel mode (SPM) and charge summing mode (CSM).
gMeasured with 300 μm thick silicon at 10% deadtime loss.
hMeasured with 2 mm thick CdTe at 10% deadtime loss.
iFour thresholds for summed charge, four for local charge.
jMeasured at 10% deadtime loss.
kCoincident detection and store the counts to one of counters with no charge summing.
lCount rates per layer with 16 layers per pixel. 2.5 Mcps/layer with 0.2% deadtime loss, 7.5 Mcps/layer with 25% loss. The maximum output count rates not measured yet.
mMeasured with 120 kVp. 200 = 2.5 × 16/(0.4 × 0.5) with 2% deadtime loss and 600 = 7.5 × 16/(0.4 × 0.5) with 25% loss. The detection efficiency of 30 mm silicon is

80%.
nEach detector pixel has 16 layers along the depth direction, and each layer has 8 energy thresholds. Energy information may also be available from depth of interaction,
in which of the 16 layers the interaction took place.

o<2% dead area after tiling (Ref. 47).

it may be possible in the near future to use polycrystalline
films of the above materials for XR applications that offer a
direct deposition technique onto CMOS or TFT readouts. The
direct growth of x-ray converter materials onto the electronic
readouts may be a very cost effective method to produce large
area, high spatial resolution imaging arrays.38, 39

The individual pixelated anodes are connected to
application-specific integrated circuits (ASICs) containing
parallel channels. Each channel consists of an amplifier, a
pulse shaper, N pulse height comparators for implementing
adjustable energy windows, and N counters per detector pixel
(see Fig. 2). The number of energy windows per pixel, N,
varies among detector systems between two to six for PCDs
#1 through #6 in Table I. A negative bias voltage with re-

spect to the anode is applied to a continuous metalized thin
film cathode on the incident side of the CdTe sensor, creat-
ing an electric field along the depth direction of the sensor
(note that the bias voltage is applied along the normal to the
depth direction with a PCD with stacked layers which will be
discussed in Sec. 2.B). The interconnections between detec-
tor arrays and silicon ASIC electronics are a very challeng-
ing task due to the large density of connections between
dissimilar materials and different pitch and often different
configuration of detector pixels and individual ASIC chan-
nels. Standard wire bonding or regular solder reflow tech-
nologies cannot be used with CZT or CdTe. Instead, low tem-
perature solder reflow, silver epoxy, or other bump bonding
technologies must be utilized. The assembly very often
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involves interposer boards to assist the interconnections. The
dense parallel channel method to increase throughput of a de-
tection system is an approach utilizing an increased number
of parallel detection and signal processing channels within a
given area. However, densely packed multichannel fast elec-
tronics lead to large power consumption and the resulting heat
needs to be dissipated to the ambiance without negatively af-
fecting the detection system. In order to reduce power con-
sumption the shortest possible connections to the detector pix-
els for the lowest stray capacitance are considered.

PCDs count the number of photons within each of N en-
ergy windows as follows: When x-ray photons arrive at the
PCD, the energy deposited by each x-ray photon incident onto
the PCD generates electrical charges. The charges then travel
within the detector under the influence of the electric field to-
ward the electrodes and induce a pulse signal, which is then
processed by the ASIC. The height of the pulse is compared
with a given energy threshold value. A count is registered
in the counter associated with the given comparator if the
pulse height exceeds the threshold value. Subtracting counts
in counters from adjacent energy threshold values yields the
counts in the energy window defined by the two threshold val-
ues. Digital-to-analog-converters (DAC) allow for fine tuning
of the threshold values for each channel as well as for com-
pensating channel-to-channel offset variations through cali-
bration procedures.

Note that “peaking time” and “deadtime” will be used in
this paper when the speed of PCDs is discussed. The peak-
ing time is the time required for a pulse shaped by ampli-
fication/processing electronics to reach its maximum ampli-
tude, while the deadtime is the minimum amount of time that
must separate two pulses in order for them to be recorded as
two separate events. The deadtime is related to the peaking
time, and the theoretical minimum deadtime is equal to two
times the peaking time. However, the deadtime is much longer
in practical detection system, where implementations partic-
ularly in ASIC electronics require simplest solutions due to a
very large number of channels.40, 41

2.B. Other architectures and detection mechanism

2.B.1. Sensors

In order to develop photon-counting x-ray imaging detec-
tors for CT, the high count rate combined with a need for
high detection efficiency requires the development of detec-
tor structures that can provide formation of the response sig-
nal much faster than the transit time of carriers over the whole
detector thickness. A number of strategies have been investi-
gated for this purpose including the following detector struc-
tures: (a) detectors utilizing the “small pixel effect,”42 (b) par-
allel drift structures, (c) multiple stacked layers, and (d) a
combinations of the above. There are merits and limitations
inherent with each of these approaches.

2.B.1.a. Small pixel effect. The small pixel effect is
achieved in detectors with pixel dimensions smaller than the
detector thickness. The electrode configuration creating the
small pixel effect is very effective in reducing the duration

of the fast portion of an induced signal because the induced
signal is almost entirely due to the motion of the electrons as
they approach the vicinity of the pixel anode. The pixel size,
however, cannot be too small. When pixels are very small
(�0.5 mm) with a sensor thickness of 2–3 mm required for
detection efficiency in CT, there are significant penalties to be
paid in the form of energy spectral distortions due to charge
sharing between pixels (discussed later).

2.B.1.b. Drift structures. Another strategy to shorten
the signal duration is the implementation of parallel drift
structures.43 Drift structures allow for the collection of elec-
trons from larger volumes on a small anode.44, 45 A good en-
ergy spectral response is preserved with this method, and fast
signal formation is achieved due to the small anode dimen-
sions. However, drift structures require a larger number of
electrodes and smaller anodes than a corresponding electrode
configuration using the small pixel effect for the same detec-
tor size. More electrodes and smaller anode dimensions may
increase the difficulties involved in electrically connecting the
sensor to the ASICs.

2.B.1.c. Multiple stacked layers. An alternative detec-
tor configuration approach involves multiple stacked layers
of segmented detectors with varying layer thicknesses.23, 46

Having multiple layers along the depth direction significantly
decreases the count rates each layer needs to handle. The
thickness of the individual layers is optimized for count rate
performance and to avoid saturation. Another potential merit
is a possibility of estimating the energy using the depth of
interaction.46 This approach has a number of challenges re-
lated to the interconnections between the various layers and
readout electronics. In order to keep the detector layers close
together, connections to the readout electronics need to be
elongated which might cause additional stray capacitances
and vulnerability to cross talk, if not carefully designed. The
increased stray capacitance is particularly harmful at high
count rates, contributing to high electronic noise and/or high
power requirements for readout electronics. Also, detectors
with multiple layers may be more expensive to produce.

Nonetheless, silicon-based multilayer PCDs have been
investigated for CT and the technology makes steady
progresses.23, 27, 30–32, 47–51 With 16 layers per pixel and 8 en-
ergy thresholds per layer, the PCDs have achieved high count
rates (see Table I). The small atomic number of silicon is over-
come by increasing the total thickness up to 30 mm in the
depth direction. The total detection efficiency is then about
80%. Unlike compound semiconductors, silicon has fewer
problems with quality, uniformity, and cost of production.
The energy resolution seems adequate: The majority of in-
teractions of photons with silicon is Compton scattering, not
the photoelectric effect, due to low atomic number of silicon.
However, simulations have shown that the detected spectrum
after scattering maintains the original spectrum. Energies de-
posited with Compton scattering interactions may be below
the lowest photon energy of the true x-ray spectrum, e.g.,
30 keV, thus, they can be well separated from the primary
spectrum and potentially spectra can be corrected. If they are
discarded, a limited signal-to-noise ratio could be a potential
challenge, because a small fraction of photons interact due
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to the photoelectric effect and contributes to the good energy
resolution. Most studies have been conducted using simula-
tions and experiments with laser beams; and recent studies
with 120 kVp x-ray showed promising results.32

2.B.2. ASICs

The PCDs discussed in Sec. 2.A have dense parallel chan-
nels of amplification and processing electronics that provide a
dedicated electronic channel for each detector pixel. There are
a number of approaches being investigated to develop unique
ASIC readout electronics including: (a) common digital elec-
tronics, (b) anti-charge sharing schemes, and (c) simultane-
ously counting photons and integrating their energies.

2.B.2.a. Common digital electronics. Detectors may
have a pixel pitch smaller than the intrinsic spatial resolu-
tion requirement for decreasing count rates per detector pixel.
In that case several detector pixels could use common elec-
tronics such as discriminators and counters to reduce power
consumption.13

2.B.2.b. Anti-charge sharing scheme. Due to charge
sharing and fluorescent x-ray escape, a photon may be
counted by adjacent detector pixels at wrong energies es-
pecially when the pixel size is small (discussed later).
Medipix3RX features a network of charge summing circuits
that communicate between adjacent 2 × 2 pixels for detecting
coincidences and reconstructing charges. The reconstructed
charge will then be exclusively allocated to a pixel with the
largest charge once it exceeds a set energy threshold.13, 29 The
recorded spectra had substantially decreased low energy tail-
ing and distinct K-escape peaks.52 The spectrum measured
with a pixel pitch as small as 55-μm with anti-charge sharing
looks comparable to that measured by a 165-μm pitch pixel
without anticharge sharing, which has a nine times larger
pixel area. The smaller continuum tail of the recorded spec-
trum may provide significant advantages in material decom-
position and K-edge imaging. The spatial sampling pitch re-
mains as small as 55 μm, thus, the spatial resolution of CT
and XR images may be higher than images with 165-μm pitch
pixel. This is an intriguing approach; however, there are chal-
lenges as well. Complicated coincidence electronics for allo-
cating charges reduce the count rate capabilities and generate
additional heat (see Table I).

2.B.2.c. Simultaneously counting photons and integrating
their energies. Another approach to cope with the very large
dynamic range of the incoming x-ray photon flux is to simul-
taneously count the photons and integrate their energies us-
ing unique electronics.15 The photon-counting information is
useful at low count rates and the energy integrated informa-
tion can be used at very high rates, thus preventing saturation
of the system.53

2.C. Performance degradation factors in PCDs

One might be tempted to think that PCDs can solve almost
all of the hardware-oriented problems and output perfect data,
and that the image reconstruction methods only need to han-
dle Poisson noise and scatter. Unfortunately, this is not the

case. The measurements of PCDs may deviate from the truth
due to numerous factors. In this section, we discuss the main
physical effects when measuring x-ray photons with PCDs—
pulse pileup, charge sharing, K-escape x-rays, Compton scat-
tering, and others—and how they lead to various degradations
in both recorded counts and energy spectra.

2.C.1. Pulse pileup

Pulse pileup is always present in photon counting detec-
tor systems and is a function of the count rate and detector
deadtime. Detector systems with longer deadtimes exhibit this
effect at lower count rates. Multiple pulses generated by qua-
sicoincident photons may be piled up and observed as one
pulse, resulting in a loss of counts and a wrong registered en-
ergy (Fig. 2). With count rates as high as those required for
CT and XR medical imaging, two types of pulse pileup effects
are observed: peak pileup and tail pileup. Coincidences dur-
ing the initial part of a pulse are recorded as a single count at a
higher energy than the original pulse’s energies. This is called
peak pulse pileup.35 The loss of counts is called deadtime loss
(see Fig. 3). The long tail of the pulse affects the recorded en-
ergy of subsequent events. For bipolar-shaped pulses, a peak
overlapping the tail of a preceding pulse results in a lower
recorded energy, and for unipolar-shaped pulses in a higher
recorded energy. This is called tail pulse pileup.35 Both peak
pulse pileup and tail pulse pileup distort the recorded spec-
trum, and the amount of distortion depends strongly on the
count rate.

2.C.2. Charge sharing

When an x-ray photon is absorbed in a PCD, a charge
cloud is initially created in the detector. These charges

FIG. 3. Output count rates [million counts per second per detector pixel,
Mcps/pixel] and DLR [%] of paralyzable detectors plotted over true count
rates. For a peaking time of 5 ns or larger (see discussion in Sec. 2.D), the
minimum deadtime is 10–15 ns. To limit the DLR up to 30% (see Sec. 2.D),
the true count rates must be under 23.8 and 35.7 Mcps/pixel for 15 and
10 ns detector, respectively, which means that the theoretical maximum out-
put count rates will be 16.6 and 25.0 Mcps/pixel, respectively.
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FIG. 4. Factors contributing to the spread of an electron cloud. Coulomb and
diffusion contributions were calculated as a function of electron drift time as-
suming an electric field of E = 3333 V/cm and photon energy of 70 keV. It
takes ∼70 ns for an electron charge cloud to travel 3 mm in a CdTe layer. For
reference, the mean absorption ranges of Cd-K and Te-K x-rays (discussed
in Secs. 2.C.3 and 2.D) are 124.4 and 61.6 μm, respectively. Characteristic
K x-rays ranges are calculated for the averaged energies of K-alpha 1 and
K-alpha 2 because they are most prevalent. However, K x-rays ranges for
K-betas are slightly longer because their energies are higher. Interest read-
ers should consult Ref. 54 for more discussion. More analysis on the elec-
tron cloud spread due to Coulomb force and diffusion can be found, e.g., in
Refs. 55 and 56, respectively.

(electrons and holes) drift to their respective electrodes due
to the electric field generated by the applied high voltage bias.
The charge cloud grows in size due to diffusion effects and the
Coulomb force (Fig. 4). If the electron charge cloud reaches
the anode near a pixel boundary, it may be divided and de-
tected by multiple pixels at energies lower than the original
energy, causing distortions in the spectral response (Fig. 5).
The significance of this effect depends on the sensor material
which governs the mobility of the charge carries, the pixel
sizes, the applied bias voltage, and the depth of interaction in
the sensor.57

2.C.3. K-escape x-rays

When an x-ray photon interacts with the PCD through the
photoelectric effect, an electron in one of the inner shells of

FIG. 5. Various interactions between incident x-ray photons and PCDs.
(a) An interaction near pixel boundaries will be detected by multiple adjacent
pixels (charge sharing). (b) The photoelectric effect results in a K-escape
characteristic x-ray of the PCD sensor material, which is absorbed by the
same pixel and results in quasicoincident events. (c) A K-escape x-ray is ab-
sorbed by another pixel, resulting in a loss of energy. (d) Multiple Compton
scattering results in multiple quasicoincident events. A part of the signal may
be detected by adjacent pixels.

the sensor atoms is ejected, leaving the atom ionized. The va-
cancy of the ejected electron is then filled by an electron from
a higher orbit, and the transition energy can be realized as
emission of either a characteristic “secondary” fluorescent x-
ray photon or an electron (Auger effect). The photoelectric
interactions with the detector material are the prevailing type
of events at the low x-ray energies that are used in CT applica-
tions, and the production of characteristic radiation is a domi-
nant effect due to the high fluorescent yields of Cadmium (Cd)
and Tellurium (Te). Because the photons are emitted in a ran-
dom direction, they may either be absorbed by the PCD pixel
with the primary interaction again, be detected by an adjacent
pixel, or leave the PCD completely (see Fig. 5). In the second
and third cases, the recorded energy is lower by the K-shell
energy, as the characteristic x-ray photon “escapes” from the
pixel. In the first case, the two charge clouds generated by the
primary and secondary x-ray photons may result in quasicoin-
cident events, which may be detected as two separate counts
if the detector electronics is fast or as a single count similar to
pulse pileup effects if not.

2.C.4. Compton scattering

When an x-ray photon is scattered by the PCD, it changes
the direction, loses some of its energy, and deposits the lost
energy at the interaction site. This is called Compton effect
or Compton scatter (Fig. 5). The photon may be absorbed
by the PCD pixel, detected by an adjacent pixel, or leave the
PCD completely. Contrary to the discrete energy loss with K-
escape x-rays, the energy loss with Compton scatter depends
on the scattered angle, thus, is continuous, resulting in a long
tail at low energies.

2.C.5. Charge trapping

The internal charge trapping process is one in which an
electron or hole is captured by a trapping center and then, after
a delay, is thermally re-emitted into the conduction or valence
band. The trapping centers are usually related to impurities
and lattice defects in semiconductors. The trapping effect de-
teriorates spectral responses by reducing amplitudes of pulses
toward lower energies than the original and by creating low
energy tailing in the spectral characteristics.

2.C.6. Polarization and long-term reliability

Polarization and long-term reliability of the CdTe and CZT
detectors could be a very serious problem for detectors ex-
posed to high intensity x-ray beams. The polarization under
certain operation conditions may lead to a decrease in the
output count rates and charge collection efficiency which are
dependent on time or incoming flux intensity.58, 59 The polar-
ization phenomenon is due to the existence of deep trapping
levels in the detector material and several models have been
proposed to explain this complex effect.58, 60, 61

However, with proper selection of the starting material,
well-chosen surface preparation, contact deposition, and good
surface passivation, these detectors can operate stably and
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reliably for a very long time. This has already been proven in
commercial applications such as energy dispersive bone min-
eral density measurements. Two systems, Lunar iDXA
systems (GE Healthcare) and Stratos DR systems
(DMS-APELEM) with detectors from DxRay, Inc. were
already introduced into the medical market several years ago.
Good performance of the CdTe and CZT detectors under very
high x-ray fluxes has been reported. However, their long-term
reliability in CT applications still needs to be proven.

2.C.7. Other effects

There are a number of other factors influencing the per-
formance of PCD system including the operation of ampli-
fication and processing electronics. The electronics are typi-
cally constructed as a multichannel ASIC where each channel
is connected to a corresponding detector pixel. The shape of
the amplified pulses, noise performance, energy linearity, and
baseline behavior as a function of count rate plays an impor-
tant role in the overall system performance.

2.D. Target specifications and design and strategy

Some of the above discussed factors lead to conflicting op-
timal detector system specifications. Thus, they need to be
carefully considered and optimally balanced when a detector
system is designed. Notice that it is not our intention to claim
that the following describes the best design. Rather, in this
section, we wish to show how one may balance the tradeoff
of conflicting effects using the PCD discussed in Sec. 2.A and
cardiac CT as an example. Different architectures such as an-
ticharge sharing and stacked detection layers will very likely
result in different conclusions; even with the same detector,
the final design specifications may also depend on the target
applications.

2.D.1. Conditions

A simulation was performed using the XCAT-DRASIM
software package,62, 63 which “scans” the XCAT phantom64

(Fig. 6) with a CT simulator (DRASIM; Siemens Health-
care). Count rates onto the detector were calculated using the

following settings. Patient: Adult male with 50th percentile
body size (347 mm chest width and 228 mm chest depth);65

supine position; slightly off-centered to the anterior direction.
Scan: 120 kVp; tube current modulation, 667 mA for lat-
eral direction and 200 mA for the anterior–posterior direc-
tion; aluminum bowtie filter with thicknesses of 5–30 mm;
focus-to-center-distance, 600 mm; focus-to-detector-distance,
1100 mm; 1892 channels for field-of-view of Ø500 mm; 2560
projections per rotation.

The true count rates reaching the detectors were as large as
161 Mcps/mm2 for x-rays that travel just outside the bound-
ary of the patient (Fig. 6). But due to the attenuation of the
chest, the true count rates of x-rays through the cardiac and
pericardial regions are significantly smaller. The maximum
and average count rates for rays through the heart are as small
as 9 and 3 Mcps/mm2, respectively, which is well within the
capability of the current or next generation PCDs. The max-
imum and average true count rates for rays within 16 cm in
diameter are 18 and 3.5 Mcps/mm2, respectively.

2.D.2. Upper limit of the peaking time

In order to limit the pulse pileup, it is necessary to shorten
the peaking time and the overall pulse duration formed by
the electronic circuit. This sets the upper limit on the peak-
ing time of the amplification electronics. We assume in this
paper that the deadtime losses due to pulse pileups should be
limited to less than 10% without compensation and 30% with
compensation. The upper limit of the peaking time required
to achieve no more than 10% and 30% of deadtime losses for
various detector pixel sizes for the input count rates of 20 and
200 Mcps/mm2 are calculated using the paralyzable detection
model40, 41 and are shown in Table II. Notice that these criteria
depend on various factors, such as the detection schemes, scan
conditions, clinical applications, imaging tasks, and should be
studied using task-specific performance tests.

2.D.3. Lower limit of the peaking time

In order to detect the total signal generated in a photoelec-
tric or Compton scattering event, while considering x-ray es-
cape of the characteristic x-rays of cadmium and tellurium, it

FIG. 6. (Left) Count rates of a typical cardiac CT scan shown in sinogram. (Right) XCAT phantom.
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TABLE II. The required deadtime of the electronic circuit (ns) to limit the
DLR less than 10% and 30%, respectively, for various true count rates and
detector sizes.

True count rates

20 (Mcps/mm2) 200 (Mcps/mm2)

Detector size (um2) DLR 10% DLR 30% DLR 10% DLR 30%

1000 × 1000 5.3 17.8 0.5 1.8
750 × 750 9.4 31.7 0.9 3.2
500 × 500 21.1 71.3 2.1 7.1
250 × 250 84.3 285.3 8.4 28.5
50 × 50 2107.2 7133.5 210.7 713.3

is necessary to extend the peaking time of an electronic cir-
cuit to collect all of the ionization clouds generated by pri-
mary and secondary x-ray photons. This sets the lower limit
on the minimum peaking time of the amplification electronics
to collect the full charge to avoid spectral distortion. In or-
der for an electron cloud to travel a distance that corresponds
to the mean absorption ranges of Cd-K x-rays (124.4 μm), it
takes 2.9 ns assuming typical electrical field in the detector.
If the peaking time is just sufficient to collect the charge of
the primary electron cloud with a size of ∼100 μm, which is
as short as 2.3 ns, it will not be able to collect the total sig-
nal generated by secondary x-ray photons with photoelectric
and Compton scattering events from a single photon. Thus,
it is necessary to extend the peaking time of the processing
electronics no less than 5 ns.

2.D.4. Upper limit of the pixel size

Two influential factors are the target spatial resolution of
reconstructed images and pulse pileups. The former sets the
upper limit to the size of the current energy-integrating detec-
tors, e.g., 1000 μm. The upper limit of the pixel size is also
set by the deadtime of the PCD and the expected maximum
true count rates. If a PCD with a deadtime of 30 ns needs to
handle a true count rate of up to 20 or 200 Mcps/mm2 with
30% deadtime loss ratio (DLR), the upper limit of the pixel
size is 750 and 250 μm, respectively (see Table II).

2.D.5. Lower limit of the pixel size

Unlike energy-integrating detectors, electronic noise of
PCDs does not affect the recorded total counts, thus, it is not
an influential factor. Three main factors to consider are K-
escape x-rays, charge sharing, and Compton scattering. These
effects will distort the recorded spectra, especially for small
pixels. Thus, the lower limit of the pixel size must be suffi-
ciently larger than the charge cloud size (Fig. 4) and the travel
distance of K fluorescent photons as discussed below.31

The K fluorescent yield is the number of photons of all
lines in the K series emitted in a unit time divided by the
number of K-shell vacancies formed during the same time.
The fluorescence yields of the K shells in Cd and Te are 84%
and 87.5%, respectively.66 This means that the photoelectric

interactions with a CdTe or CZT detector produce predomi-
nantly long range characteristic radiation rather than shorter
range and highly absorbed Auger electrons. The mean range
of the characteristic radiation can be expressed as the inverse
of the linear attenuation coefficient. These values correspond
to 124.4 μm for Cd-K x rays at 23.1 keV and 61.6 μm for
Te-K x rays at 27.4 keV. The K-shell energy of zinc is 8.6 keV,
thus, will be absorbed in a short distance. In addition, all the
charge clouds generated by such secondary photons are sub-
ject to charge sharing at each location, resulting in a multi-
plicative effect (see Fig. 4). Our analysis showed that, at the
absence of anti-charge sharing circuits, the above discussed
effects set the lower limit of the pixel size to about 500 μm
in order to preserve reasonably good spectral characteristics.
Figure 16 of Ref. 5 shows a spectrum of Co-57 taken with
0.3 mm pixels and Fig. 9 of Ref. 67 was taken with 0.5 mm
pixel. The spectrum distortions due to tailing are much
smaller with 0.5 mm pixels.

Note that the lower limit can be smaller with an anti-charge
sharing circuit. The effective pixel size is N × X μm with a
physical detector pixel size of X μm and the N × N pixel
coverage of the circuit and the effective pixel size must be
compared to the lower limit.

2.D.6. An example of comprehensive discussion

If the minimum peaking time is 5 ns, the deadtime will
be 15 ns for a practical electronic circuit. If deadtime loss
of up to 30% is acceptable, the maximum true count rates
per detector pixel must be 23.8 Mcps/pixel and the maximum
output count rates will be 16.6 Mcps/pixel with paralyzable
detection model. If the lower limit of the pixel size is 500
× 500 μm, the maximum values of the true and output count
rates per area will be 95.2 and 66.4 Mcps/mm2, respectively
(see Fig. 3).

3. IMAGING TECHNOLOGIES

We outline the overall strategies and the current status
and perspective of imaging technologies necessary to enable
PCD-CT systems and PCD-XR systems.

3.A. Overall strategy

As discussed in Sec. 2.C, the performance of PCDs can be
degraded due to the limited speed of the detector system and
various physical effects. Ignoring a large bias (e.g., larger than
5% or 10%) in critical properties would result in a significant
bias in reconstructed images. While PCDs will continue to
improve, they can never be perfect. As discussed above, opti-
mizing the performance of one aspect of the PCD may lead to
worse performance in other aspects. For example, the unatten-
uated x-ray flux reaching the detector of clinical CT systems
with no bowtie filter could be as large as 109 cps/mm2 at 1 m
from the x-ray focal spot. The effective deadtime of PCDs
with 1 mm2 must be smaller than 50 ps to limit the count rate
loss to less than 5%. A small pixel size would improve the
effective deadtime but the spectra would be degraded due to
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FIG. 7. Calculated true count rates in the lateral view of an elliptic water phantom when it is off-centered by 5 cm. Dynamic and stationary bowtie filters (left)
decrease the count rates near the edges of the object (right, red curve), compared to the results without the dynamic filters (blue curve).

the charge sharing, K-escape x-ray, and Compton scattering
especially without anti-charge sharing schemes.

Therefore, it is desirable to develop imaging technologies
to overcome the limitations of PCDs. We believe that it is
necessary to advance and integrate imaging methods in the
following four areas for PCD-CT and PCD-XR systems in
addition to the detector technologies discussed in Sec. 2:

(1) X-ray beam-shaping filters to optimize the intensity
and spectrum of x-rays;

(2) calibration and compensation methods for the degra-
dation effects of PCDs;

(3) models of the PCDs degradation effects;
(4) image reconstruction to provide accurate images from

PCD data.

3.B. X-ray beam-shaping filters

New x-ray beam-shaping filters are desirable, which may
consist of two components, a stationary part and a dynamic
part, or a dynamic part only. With the two-component design,
the stationary part “shapes” the intensity and spectrum of the
x-ray beam across the field of view in general, while the dy-
namic part specifically shapes the x-ray beam near the edge
of the imaging object.

The stationary part is similar to a conventional attenuating
filter used in XR and CT systems. This is often referred to
as a bow-tie filter for CT because it is thick at each end and
thin in the middle; it is usually flat for XR. The purpose of the
shaping filter is to equalize the x-ray intensity to the detec-
tor and to reduce or eliminate dose to the patient periphery. It
is essential to manage the intensity near or outside the edges
of objects for PCDs, as the unattenuated x-ray flux would be
very intense otherwise. Further, for PCDs, the spectrum inci-
dent on the object needs to be shaped to maximize the spectral
information acquired from the object.

The dynamic part would be a new component. A single
stationary filter alone would not be sufficient, because the
fan-angles in projections that correspond to the object’s edge
change as the gantry rotates around the object. Additional fil-
trations or collimations, which dynamically track the edge

for each projection will be required. The maximum count
rate requirement for the PCD could then be reduced signif-
icantly, e.g., from 109 cps/mm2 for the unattenuated x-ray
beam with 120 kVp to 108 cps/mm2 after for the x-ray beam
exiting the stationary bowtie filter, then further down to 105–
108 cps/mm2 with a dynamic bowtie filter and the object
(Fig. 7).

Dynamic filters without a stationary component have al-
ready been investigated. One design split the stationary
bowtie filter into two parts in the middle of the fan beam and
each part independently moves along the fan angles to ad-
just the intensity of x-ray beams. Another design has a set
of triangular wedges and each wedge independently moves
longitudinally.68 A third design has a hollow ellipse which ro-
tates in the direction opposite to the gantry rotation.69

3.C. Calibration and compensation methods

There are two philosophically different approaches to deal
with distorted spectral data: corrections and compensation.
Corrections attempt to undo the distortion process, while
compensation is to offset the effect. Suppose that a forward
imaging process to obtain an ideal x-ray spectrum y through
an entire object x can be expressed as h: y = h(x). The spec-
trum y is then skewed to y′ by PCD degradation factors g, i.e.,
y′ = g(y), which is then recorded as counts within N energy
windows, i.e., z = f(y′). Note that the spectra y and y′ can
be described reasonably well by counts within narrow energy
windows, e.g., 1 keV.

The process of corrections is to estimate y from z,70 then
reconstruct x from y. The problem of this approach for PCD
degradation factors is that the first step is ill-posed, because
the number of energy windows is between two and eight and
is much smaller than the number of parameters to fully de-
scribe the spectrum y, e.g., 200 windows for an energy range
up to 200 keV, and different spectra y may produce the same
set of counts, z. Nonetheless, a few approaches have been
proposed.71, 72 They work well if and only if assumptions im-
plicitly used as constraints, e.g., the object consists only of
water, are correct.
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FIG. 8. The model of forward imaging process used in maximum likelihood
methods to compensate for various spectral degradation factors.

The process of compensation is to estimate x from z by it-
eratively solving the forward process z = f(g(h(x))). Compen-
sation of PCD degradation factors can be achieved by incor-
porating a PCD model as part of the forward imaging process,
and iteratively estimating either the imaged object or the line
integrals using a maximum likelihood approach.6, 73–75 This
can be formed as a well-posed problem, and the method is
depicted in Fig. 8.

Step 1. The x-ray spectrum exiting from the bowtie (thus,
incident onto the patient) and parameters necessary for the
PCD model will be obtained during prescan calibrations. The
patient is then scanned and counts are recorded in multiple
energy windows, z, for each ray. Variations of the true count
rate and the spectrum of x-rays for each projection will be
monitored as with current scanners.

Step 2. Using material decomposition techniques (see
Appendix A and the blue frame and arrow in Fig. 8), we
model the attenuation inside the object, x, by the thicknesses
of basis functions, l = ∫

xdr , through which the true trans-
mitted spectrum and the input count rate can be calculated as
y = h(l).

Step 3. Using the PCD models, the ensemble mean of the
recorded, distorted spectrum are calculated as y′ = g(y) (red
arrow).

Step 4. From y′, the ensemble mean of counts in multiple
energy windows can be calculated as z = f(y′) (black arrow).

Step 5. Finally, the likelihood of the measured data,
L(z | l), can be calculated (purple arrow).

Note that the only unknowns for each ray are l, i.e., the
effective thicknesses or the line integrals of the basis func-

tions, which can be estimated by iteratively maximizing the
(log-)likelihood function. Thus, this process compensates for
the PCD degradation factors accurately, as long as the PCD
models g is accurate.

Note also that the attenuation model in Step 2 is exact if
k is equal to or larger than the sum of the number of physics
phenomena and the number of heavy elements inside the pa-
tient. It is exact regardless of the number of biological tissue
types, e.g., muscle, fat, blood, skin, ligament, tendon, bone.
Two predominant physics phenomena, Compton (or incoher-
ent) scattering and the photoelectric absorption, are sufficient
to model the x-ray interactions with materials within the en-
ergy range of diagnostic x-ray. Rayleigh (or coherent) scatter-
ing typically accounts for less than 5% of the diagnostic x-ray
spectrum range and occurs only in low energies. Pair produc-
tion requires a photon energy of at least 1.02 MeV and plays
no role in diagnostic imaging. Heavy elements include those
used as contrast agents (e.g., iodine, gadolinium, or bismuth)
and in medical devices, such as implants, stents, and bolts.

3.D. PCD models

The key to a successful PCD compensation is an accurate
model of PCD degradation factors, g, used in Step 3. It is
logically possible to perform PCD compensation successfully
without any model. If the PCD is stable over a long period of
time, one can acquire an extensive amount of calibration data
to relate every possible x to PCD data z = f(g(h(x))) with ev-
ery possible combination of conditions, such as tube current,
tube voltage, materials, and thicknesses of bowtie filters. This
approach would not be practical, though, as the number of re-
quired calibration datasets is very large and PCD data may
change at least a few percent over time. It may be more rea-
sonable to take an approach which is similar to the one imple-
mented with EID-CT systems: An extensive calibration pro-
cedure will be performed less frequently (e.g., semiannually);
and a quick calibration procedure will be employed every day,
from which parameters necessary for PCD models are esti-
mated and used to monitor the temporal change of PCD data
for quality control. Both the model and the extensive calibra-
tion data acquired previously will be used to generate pseu-
docalibration data, which would be acquired if an extensive
procedure was performed.

The PCD degradation factors discussed in Sec. 2.C are ei-
ther count rate-dependent or count rate-independent, and the
integrated phenomenon can be modeled by cascading the cor-
responding models.76–78 Below we discuss models of both of
these factors.

All of the count rate-independent phenomena can be inte-
grated into a single spectral response function, which can be
modeled based on measurements using radioisotopes or syn-
chrotron radiation at very low count rate.79 An example of
a count rate-independent spectral response function is shown
in Fig. 9. The stochastic nature of the count rate-independent
spectral distortions leads to a probability distribution of the
recorded energy E given the true photon energy E0, which can
be described as a spectral response function SRF(E, E0).6, 73

The function holds well as long as the properties of PCDs are
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FIG. 9. (Top) An illustration of a typical spectrum recorded by a PCD using
Am-241. The spectrum is distorted even at a very low count rate (i.e., the
pulse pileup effects are minimal). (Bottom) There is a significant discrepancy
between the true and recorded polychromatic x-ray spectra.

consistent over time. When a polychromatic x-ray spectrum
S(E0) is incident onto the PCD, the recorded spectrum can be
estimated by the integration of the SRF(E, E0) weighted by
S(E0) over E0. Note that this process is not a convolution if
SRF(E, E0) is a function of E0; it is a convolution if the re-
sponse is shift-invariant. An example of the true and recorded
spectra is shown in Fig. 9. It can be seen that the count rate-
independent spectral response of the PCD blurs the spectrum
and increases counts especially at low energies.

The only count rate-dependent factor is pulse pileup. The
spectrum distortion caused by pulse pileup is most difficult
to model because it is a very complex phenomenon. But it
is necessary to model, because the output depends on the
input count rates and spectra, and thus, depends on the ob-
ject to be imaged. Simple models, such as linear corrections
or self-convolution,80 are not accurate for modeling complex
mechanisms of distortion. Various pulse pileup models have
been developed,35, 81–84 and we have developed a model83, 84

that satisfies the accuracy, efficiency, and ability to handle
a large number of coincidence requirements for high input
count rates. The pulse pileup model accounts for the (bipo-
lar) shape of the pulse, the distribution function of time in-
tervals between random events, and the transmitted spectrum
as the probability density function. The model showed ex-
cellent agreement with Monte Carlo simulation83 and with
PCD data (Fig. 10).84 The coefficients of variation (i.e., the
root mean square difference divided by the mean of measure-

FIG. 10. The spectrum recorded by a PCD was severely distorted by pulse
pileup effects and there is a significant discrepancy from the spectrum pre-
dicted by a linear model (i.e., the true spectrum linearly scaled by the dead-
time loss ratio). In contrast, the PCD model proposed in Ref. 84 accurately
estimated the recorded spectrum. The coefficient of variation was as small as
7.2%, while the deadtime loss ratio was as much as 46%. Reprinted with a
modification from K. Taguchi, et al., “Modeling the performance of a photon
counting x-ray detector for CT: Energy response and pulse pileup effects,”
Med. Phys. 38, 1089–1102 (2011) (Ref. 84).

ments) were as small as 5.3%–10.0% for dead-time loss up to
50% in a Monte Carlo simulation83 and 7.2% with deadtime
loss of 46% in a PCD experiment.84

3.E. Image reconstruction

The fourth area for advancing and integrating imaging
methods is to adapt advanced image reconstruction methods
for photon counting CT data for the interior problem and
spectral data.

3.E.1. Interior problem

Even with the above-discussed PCD compensation
schemes, photon counting data may be inaccurate especially
for x-rays that go through the edge of the object or just outside
the object when the object is off-centered. Reconstructing im-
ages from such inaccurate data will result in undesirable ar-
tifacts. From the algorithmic point of view, this is a unique,
softly posed interior problem. The detector size defines the
physical data truncation range. However, for acceptable data
quality, only a subset of all detector channels may be used
for reconstruction, for example, because the count rates were
high in the periphery. The usable range depends on the PCD
compensation method and can be decided retrospectively for
PCD-CT. Insight into this unique problem can be gained by
studying the tradeoff between acceptable data quality and im-
age fidelity using simulation and phantom studies.

There are two approaches to address the interior prob-
lem: (i) to estimate unmeasured data and “detruncate” the
projection data followed by a standard image reconstruction
method; or (ii) to reconstruct (quasi-)exact images only from
the truncated measured data. Studying these methods for the
softly posed interior problem is certainly of interest.

For the first approach, various detruncation methods have
been proposed, which include empirical approaches aiming
to decrease an abrupt change between the estimated and mea-
sured data85, 86 or more mathematically rigorous approaches
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FIG. 11. Reconstructed images (a) without or (b) and (c) with trun-
cation outside the circle, using (a) and (b) filtered backprojection or
(c) the proposed sequential method. The image reconstructed by the pro-
posed method showed very little bias throughout the region-of-interest ex-
cept near the edge of the region-of-interest, while the image appeared very
similar to that reconstructed without truncation. Reprinted with a modifica-
tion from K. Taguchi, et al., “Interior region-of-interest reconstruction using
a small, nearly piecewise constant subregion,” Med. Phys. 38, 1307–1312
(2011) (Ref. 96).

using the consistency conditions.87, 88 The use of prior
conventional CT images for photon counting data has been
proposed lately.89

Regarding the second approach, recently two impor-
tant algorithms have been developed to solve the interior
problem. First, when a small region located inside the region-
of-interest is known, the region-of-interest image can be
reconstructed exactly using a differentiated backprojection
framework.90–93 Second, if the region-of-interest is piece-
wise constant, an exact image can be reconstructed using the
total variation minimization algorithm without other a pri-
ori knowledge.94, 95 Clinical CT data satisfy neither of the
requirements; however, it was demonstrated that quasiex-
act region-of-interest images can be reconstructed even from
noisy clinical CT projections by sequentially using filtered
backprojection, total variation minimization, and differenti-
ated backprojection (Fig. 11).96 Pixel values of a tiny flat re-
gion obtained by total variation minimization were used as a
priori information during differentiated backprojection.

3.E.2. Spectral data

Spectral data that become available with PCDs open a
large room to investigate and develop new methods for im-
proved contrast-to-noise ratio, material decomposition, and
statistical reconstruction. A study97 showed that weighting
energy-window data by a factor of E−3, where E is the ef-
fective energy of the window, improved the contrast-to-noise
ratio of images (see Sec. 5.A for various study results), and
other weighting schemes have also been investigated.98, 99

An application of local highly constrained backprojection re-
construction (HYPR-LR) broke free from the tradeoff be-
tween the contrast and the noise of monoenergetic images.100

Recorded counts may not be Poisson distributed due to pulse
pileup.101–104 Thus, it is desirable to study the characteris-
tics of the data and to develop new statistical algorithms to
process data and reconstruct images. In addition, there are
several representation schemes for PCD images, such as
monoenergetic CT images, material-specific (e.g., iodine)
density maps, effective atomic number maps, and electron
density maps. Different types of images may be optimally ob-

tained by using different algorithms. Integrating three steps—
material decomposition, image reconstruction, and final out-
put calculation—into a single step may improve the accuracy
or precision or both of images.

4. SYSTEM TECHNOLOGIES

4.A. PCD-CT systems

The literature reports on at least two prototype clinical
PCD-CT scanners and two animal PCD-CT scanners. The
image quality and performance of the scanners may need
to improve further; however, the studies certainly showed
promises of spectral CT imaging and demonstrated that the
era of PCD-CT systems may be around the corner. There are
also some table-top CT systems with clinical and animal CT
geometries.105

A LightSpeed VCT scanner (GE Healthcare; Waukesha,
WI) equipped with DxRay’s first generation PCDs (DXMCT-
1) was operated with x-ray tube voltage and current of
140 kVp and 40 mA. Details of the imaging technologies dis-
cussed in Sec. 3 have not been disclosed; however, the clinical
images obtained by the scanner look superb despite the lim-
ited detector speed.5 A SOMATOM Definition AS scanner
(Siemens Healthcare; Forchheim, Germany) equipped with a
half-size PCD was operated at 120 kVp and 30 mA to scan a
20 cm water phantom. The true count rates incident onto the
detectors in the experiment were 1–50 Mcps/mm2. The con-
trast of iodine solution was enhanced by 17%, even though
no corrections of PCD degradation factors were applied.17, 28

Other research groups have also developed CT systems and
reported promising performance such as improved contrast-
to-noise ratio7 and high spatial resolution.105

An animal PCD-CT (Philips Research; Hamburg,
Germany) was developed and equipped with Gamma Medica-
Idea’s PCDs.6, 9 Phantom and animal images obtained by
the scanner showed that multiple contrast agents (iodine and
gadolinium,6 or iodine and gold106) were simultaneously
imaged, that metal artifacts from stents were reduced,9 that
the characteristic effect of K-edges was imaged,9 and that
targeted molecules (fibrin107, 108 or macrophage106) were suc-
cessfully enhanced by nanoparticle contrast agents. Another
system (MARS; University of Canterbury; Christchurch,
New Zealand) equipped with Medipix-3 detectors developed
by CERN, and the performance will be reported soon.

4.B. PCD-XR systems

Two bone mineral density measurement systems, Lu-
nar iDXA systems (GE Healthcare) and Stratos DR sys-
tems (DMS-APELEM) equipped with PCDs from DxRay,
Inc., are already on market for several years. An x-ray
mammography PCD-XR system (MicroDose Mammogra-
phy; Philips Healthcare; Solna, Sweden) which is equipped
with an edge-on silicon array PCD has been introduced
to the clinic. A multislit scanning technique used in
the system seems to make the amount of scatter in the
data negligible, resulting in superb images at a very low
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FIG. 12. (a) A computer simulated XCAT phantom image with bismuth at
the surface of fatty atherosclerosis in a coronary artery (a). (b) and (c) Re-
constructed images of the phantom scanned at the equivalent dose using a
PCD-CT (b) and an EID-CT (c). Densities of bismuth are shown in red in
(b). The PCD image has a better contrast-to-noise ratio and appears sharper
than the EID image. This is also an example of K-edge, molecular, and simul-
taneous multiagent imaging. Reprinted with a modification from J. Cammin,
et al., “Spectral response compensation for photon counting clinical x-ray
CT and application to coronary vulnerable plaque detection,” Proceedings of
the Second International Meeting on Image Formation in X-Ray Computed
Tomography, edited by F. Noo (Salt Lake City, UT, 2012) pp. 186–189
(Ref. 113).

dose (<1 mGy). The performance of various PCDs has
been tested in PCD-XR settings,10–12, 109 which demon-
strated advantages of PCDs such as low noise, high spatial
resolution, K-edge imaging, energy-dependent attenuated
x-ray images, and phase contrast-like enhanced edges in spe-
cial settings.110–112

5. POTENTIAL BENEFITS AND CLINICAL
APPLICATIONS

We outline clinical merits and applications of PCD-CT and
PCD-XR imaging systems, from improved and evolutionary
versions of what is currently available (Sec. 5.A) to innova-
tive and revolutionary ones (Sec. 5.H). We have performed a
simulation study to demonstrate some of the merits discussed
below in coronary CT angiography (Fig. 12). Scan condi-
tions were as follows. 120 kVp; tube current modulation up to
667 mA for lateral direction, down to 200 mA for the AP di-
rection; aluminum bowtie filter with thicknesses of 5–30 mm;
focus-to-center, 600 mm; focus-to-detector, 1100 mm; 1892
channels for field-of-view of Ø500 mm for PCD-CT; and 946
channels for EID-CT; 2560 projections per rotation. Images
shown in Fig. 12 are reconstructed while compensating for the
count rate-independent spectral distortion using a penalized
maximum-likelihood approach74 and filtered backprojection
for PCD-CT and filtered backprojection for EID-CT.

5.A. Improved contrast-to-noise ratio and contrast of
CT and XR images

The performance indices of CT will improve with PCDs
and appropriate algorithms, and material decomposition al-
lows to reconstruct monoenergetic images at desirable en-
ergies. Note that as shown in Ref. 114, results depended
strongly on the condition under which the studies were con-
ducted, such as the choice of object, the level of spectral dis-
tortion of PCDs, and the algorithms employed for compensa-
tion and image reconstruction. One simulation study showed
that with optimal energy weighting, the contrast-to-noise ra-

tios of PCD-CT images were better than those of EID-CT im-
ages by 15%–57% depending on the materials.98 When the
effect of count rate-independent spectral distortion was incor-
porated, contrast-to-noise ratios of PCD-CT images were im-
proved from EID-CT by 1.4%–11.6% in one study73 and by
40%–63% in another study.74 An experimental study using
PCD-CT and clinical dual-energy CT, contrast-to-noise ratio
of oil and water improved by 57%–96%.115 Another experi-
mental study showed that the contrast-to-noise ratio of iodine
solution against water increased by up to 20%.116 These im-
provements are significant for any applications, and particu-
larly important for molecular imaging, since weaker signals
can be detected.

5.B. Dose reductions of x-ray radiation
and contrast agents

PCD-CT has the potential to improve the contrast-to-noise
ratio of contrast-enhanced lesions at a given dose by, e.g.,
30%. Either the amount of contrast agent or radiation dose can
be reduced while maintaining the contrast-to-noise ratio of the
lesion at the current level. Using the linear method shown in
Appendix B, the contrast dose might be reduced by 23% or
the radiation dose by 41%. Note that the amount of actual
dose reduction achieved may be smaller than these values, as
the PCD-CT system and image reconstruction methods may
be nonlinear.

5.C. Improved spatial resolution of CT images

In order to combat high count rates required for clinical
CT, the pixel size of PCDs will likely be smaller than that
of EIDs: 0.2–0.5 mm for PCDs in contrast to 1.0–1.4 mm
for EIDs (see Appendix C for EID pixel sizes). Thus, the in-
trinsic spatial resolution of PCD-CT images defined by the
Nyquist frequency of the sampling condition will be superior
to that of EID-CT images. Reconstructed images may become
sharper and more accurate due to decreased partial volume ef-
fects from small structures, such as calcium plaques, although
it will come with increased noise.

5.D. Beam hardening artifacts

CT vendors have developed beam hardening correction
methods for water and bone.117 But beam hardening ar-
tifacts with contrast agents remain a problem for cardiac
images.118, 119 PCD-CT will address this problem, and im-
prove images with soft plaque, calcium/bone, and contrast-
enhanced lumen.

5.E. Quantitative CT and XR imaging

Current CT pixel values are not quantitative; they are mea-
sured in Hounsfield units, which are linearly related to the
linear attenuation coefficients of x-rays at some energy. How-
ever, it is not clear which energy it is. The effective energies
of the transmitted x-ray spectrum vary greatly during a scan,
depending on factors such as fan/cone angles due to effect of
bowtie filters, the attenuation of the object, projection angles.
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The effective energy for an image pixel cannot be calculated;
thus, an exact physical meaning of pixel values cannot be de-
fined. CT images can be made quantitative using well-defined
energies, which is possible with PCDs. The physical prop-
erties of each image pixel can be accurately modeled using
the concept of material decomposition and reconstructed from
PCD data. The concentration of contrast agents at regions-
of-interest can then be quantified, which will benefit appli-
cations such as cardiac perfusion CT. One problem of cur-
rent perfusion CT is that it is necessary to subtract a baseline
image from target images at different phases to calculate the
enhancement due to the injection of the contrast agent. Mis-
registration due to motion results in inaccurate time-density-
curves, and thus, inaccurate perfusion measurements, such as
blood flow. The calculated enhancement is also ambiguous
because, the pixel values of CT images are not quantitative.
Measuring the concentrations of the contrast agent in target
images without subtracting the baseline image, enabled by the
quantitative PCD-based CT imaging methods, will improve
the accuracy of perfusion CT and other applications.

5.F. Accurate K-edge imaging

Dual-energy CT provides only two measurements with dif-
ferent energies;3 however, it is desirable to have three or more
measurements for K-edge imaging for contrast-enhanced CT
exams9, 33 and for corrections of various data quality degra-
dation factors. A combination of the material decomposition
and the third basis function for an atom used in the contrast
agent-of-interest (e.g., iodine, gadolinium) will make it pos-
sible to quantify the spatial distribution of contrast agents on
a pixel basis. This is called K-edge CT imaging, which will
enable quantitative imaging and allow for perfusion CT with-
out baseline image subtraction, thus, eliminates errors from
misregistration and increased noise. Note that the third
basis function, i.e., PCD-CT with more than two energy
windows, is necessary to model the attenuation curves of con-
trast agents with high atomic numbers (e.g., iodine, gadolin-
ium, gold, bismuth), because the curves are discontinuous due
to their material-specific K-shell binding energies (Fig. 1).

5.G. Simultaneous multiagent imaging

Simultaneous multiagent imaging6 for different function-
alities may become possible. A large biological variation
among animals and patients makes it difficult to interpret
measured quantities of agents. By injecting two agents simul-
taneously, one with target receptors and labeled by one ele-
ment and the other without receptors and labeled by another
element, and imaging both simultaneously, the agent without
receptor can be used as a control.120 This will solve the prob-
lems with the interpretation.

5.H. Molecular CT with nanoparticle contrast agents
and personalized medicine

A new type of contrast agents may enable molecular CT
imaging.121–123 Nanoparticles of various size and function are

labeled by atoms for CT imaging. Large particles with a par-
ticle size of a few hundred nanometers (blood pool contrast
agents) (Refs. 124 and 125) stay in the system longer than
24 h because they are not filtered out by the kidneys and carry
more receptors, both of which enhance target-specific therapy
and imaging. For example, αvβ3-targeted nanoparticles126–129

have been used to detect, characterize, and treat angiogenesis.
Labeling particles for x-ray CT is achieved by attaching atoms
with high atomic numbers (e.g., bismuth), which are prefer-
able because signal-to-noise ratios are higher than iodine due
to the following reasons: (1) they attenuate more photons with
the same particle concentrations than those with lower num-
bers; and (2) there are more x-ray photons near the K-edges
(see Fig. 1).

There are many challenges in this development includ-
ing: toxicity, stability, and clearance for safety; uniformity
of particle size for functionality; and particle concentration
or uptake for functionality and signal detection. Nonetheless,
nanomedicine research aligns well with NIH’s goal of per-
sonalized medicine. PCD-CT will be ideal for these biomed-
ical applications and will play a vital role in advancing
nanomedicine research.

6. DISCUSSION AND SUMMARY

The rapid progress of detector technologies in the last
decade has brought clinical PCD-CT and PCD-XR systems
within our reach. PCDs will continue to improve. Imaging
technologies can lower the specifications required for clini-
cal systems, and PCDs will be able to achieve the goals in
several years. We foresee that once the proof-of-concept of
PCD imaging is completed in 3–5 years, there may be clini-
cal prototype systems of PCD-CT and PCD-XR in hospitals
in several years. The first wave of PCD-XR systems has ap-
peared in mammography and spot imaging may follow, where
a smaller detector size is acceptable. Bone mineral density
measurement systems are already present on the market.

PCD-CT and PCD-XR imaging is not an evolution but a
revolution. Not only does it improve the current CT and XR
images but it also opens the doors to innovative and novel
applications such as molecular CT. We believe that the clinical
impact will be tremendous if CT or XR, which are usually
the first screening imaging modality, can achieve molecular
imaging in addition to regular imaging. Moreover, it may be
more accurate and quantitative than other modalities.

Other technologies must be developed in parallel in or-
der to take full advantage of PCD-CT and PCD-XR systems.
First, we need image processing techniques and software for
the novel applications and quantitative analyses methods dis-
cussed before. With current CT and XR systems, an image
pixel contains only intensity information; but with PCD-CT
and PCD-XR systems, a pixel contains much richer informa-
tion such as an energy-dependent linear attenuation coeffi-
cient, densities of multiple basis functions, an effective atomic
number, an electron density, and a tissue type. How to present
such images is a challenge. Second, computer-aided detec-
tion and characterization methods will be desirable to handle
and help to present such rich information efficiently. Third,
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biological databases for normal ranges of each gender and age
groups on the above listed information need to be established
such that radiologists can judge whether or not a patient needs
immediate attention. Fourth, education systems for radiolo-
gists and technicians will have to be updated for the novel
type of information. Fifth, radiologists and medical physicists
will need to work much more closely with biochemists. The
nanoparticle contrast agents may become customized and op-
timized for a subgroup of patients. We may be able to opti-
mize protocols and techniques of PCD-CT scans proactively,
e.g., the choice of energy threshold values, for more targeted
CT imaging with nanoparticle agents.
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APPENDIX A: MATERIAL DECOMPOSITION

The attenuations of various materials in patients are
material-specific and energy-dependent (see Fig. 1). But all
materials can be modeled by a linear combination of three
“basis functions” with different energy-dependency—e.g., (a)
the continuous part of the photoelectric effect, Compton scat-
tering contribution, and discontinuous K-edge contribution of
the contrast agent-of-interest, or (b) mass attenuation coef-
ficients of water, bone, and the contrast agent. This method
is called material decomposition,3, 130 and is sufficiently ac-
curate within the diagnostic x-ray energy range. An accu-
rate material decomposition process will make it possible to
quantify the spatial distribution of basis functions on a pixel
basis.

Using Kelcz’s constrained material decomposition
method,131 a method called “three-material decomposition”
was implemented. The name is seemingly misleading, be-
cause the method does not use three basis functions. Instead,
it decomposes an unknown tissue into a combination of
three known biological tissues such as fat, liver parenchyma,
and iodine for abdomen from two basis functions and one
constrain. Accurate K-edge imaging may become possible
from dual-energy data as long as the constraint is true;
however, it will not work well with materials other than those
three biological tissues such as muscle or bone.

APPENDIX B: CALCULATION METHODS

Suppose methods A and B provide the contrast of CA and
CB, respectively, and noise standard deviations of σ A and
σ B, respectively, and method B provides α × 100 [%] better
contrast-to-noise ratio than method A,

CB/σB = (1 + α) × CA/σA. (B1)

1. Relative reduction of radiation dose β × 100 [%]
to achieve a comparable contrast-to-noise ratio of
images

Suppose we perform two scans at different radiation dose
levels and operate methods A and B as follows: (1) perform-
ing a scan with a radiation dose of RA and operating method
A; (2) performing a scan with a dose of RA and operating
method B; and (3) performing a scan with a dose of (1-β)
× RA and operating method B.

When the contrast of images is independent of the radia-
tion doses, the contrast and noise of the three protocols are CA

and σ A for (1), CB and σ B for (2), CB and σ B3 for (3). If both
protocols (1) and (3) provide the same contrast-to-noise ratio
of images, we have

CA/σA = CB/σB3. (B2)

Assuming that image noise is inversely proportional to the
square root of the dose, from (2) and (3) we get

RAσ 2
B = (1 − β) RAσ 2

B3. (B3)

Using Eqs. (B1)–(B3), we get

β = 1 − 1/ (1 + α)2 . (B4)

2. Relative reduction of contrast dose γ × 100 [%]
to achieve a comparable contrast-to-noise ratio of
images

Suppose we perform two scans with different contrast dose
levels and operate methods A and B as follows: (1) perform-
ing a scan with a contrast dose of DA and operating method A;
(2) performing a scan with a dose of DA and operating method
B; and (3) performing a scan with a dose of (1-γ ) × DA and
operating method B.

When the contrast of images is proportional to the contrast
dose (e.g., the amount of enhancement of iodine-water solu-
tion against water), the contrast and noise of the three proto-
cols are CA and σ A for (1), CB and σ B for (2), (1-γ ) × CB and
σ B for (3). If both protocol (1) and protocol (3) provide the
same contrast-to-noise ratio of images, we have

CA/σA = (1 − γ ) × CB/σB. (B5)

Inserting Eq. (B5) into Eq. (B1), we get

γ = 1 − 1/ (1 + α) . (B6)

APPENDIX C: EID PIXEL SIZES

Suppose EIDs consisting of Nch channels are used with
a typical clinical equi-angular fan-beam CT geometry such
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as: focus-to-center-distance, R = 600 mm; focus-to-detector-
distance, Rd = 1100 mm; field-of-view of 2r0 = 500 mm. The
detector channel pitch can then be calculated by

�ch = asin (r0/R)

Nch/2
× Rd. (C1)

Inserting the above values into Eq. (C1), we get �ch = 1.06
and 1.41 mm for Nch = 896 and 672, respectively, which is
the range of number of channels used in existing EID-CT
systems.
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